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STON=

G5208 PCIE5 iDCL P m@oIsEiEReE

Xt Ea

KX HE1EAG5208 PCIES iDLCUIHIR S, EARWIESEHZ BT FEURRIEEE.

B4 RIR:
B A2 FwW He
PisEES Intel(R) Xeon Platinum 6530 / 2
AnE Samsung M321R8GAOBBO-CQKZJ D5-64G-4800 / 12
e SK hynix HFS480G3H2X069N -480G-2.5-SATA 410A2Z00 2
NVMERE £ HUAWEI-ES3500P V6-SSD-3.84T-U.2 10M 1
GPUFE PALIT GeForce RTX™ 5090 GameRock 98.02.2E.00.AA 8
RS Mellanox MCX4121A-ACAT-25G 14.32.1010 1
== fnEe-HKS2700D1-2700W / 4
REHIR:
" RAMER
BIERSR Ubuntu 22.04
NVIDIAIREI AR AN 570.86.16
CUDARZ V12.8
NCCLARZN 2.27
CutlasshRZx 39
Sysbench 1.0.20
BIOShR 7K 32.29.03
BMCHRZX 32.28.02
R
TankZ%{ HAER
ne & =EMLD50121Y
T R=E 21U
RERERE 35-50°C
REKEE <35°C
RENREN 50kw
RERES LCS200
RENE 1.5kw
BAZTES 1000kg
BE 250kg




STON= G5208 PCIE5 iDCL M RufEitiRS

R A= b=l

izt 251 X ik B Mt R
I I6EG5208 PCIES iDLC S £ iR 1ER40E PASS
[
A MixG5208 PCIE5 IDLCTEMHIFRE M, K PASS
gEmwa EHRSHEREEEROEEEL.
)
‘ I 8EG5208 PCIE5 iDLCEALEN FHIHEL
INFEM R PASS
PARZHINFEE .
NI #1HG5208 PCIES iDLC#fA 3 TSN PASS
mE ETRE.
K E£G5208 PCIES iDLCHIGPUSERS 8 R .
p— WE, BB TspcittEinksta, PASS
PO speed BRIEH, AEEEHE. BRSNS
T
@3 GPU all_reduce E{SHEMIXFEE
NCCLESBME o e PASS
_ _ . BTcutlassTEMIHEXHR TGPUER
F RN _ PASS
ZEMEE;
CPUMEEM:E  i@idsysbench TEMIHCPUIERE; PASS
WEMEEENT 1Bidsysbench TR A= 2 ERE PASS

EEMAENE  Blfo TEMEERIESIEEE; PASS
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STON= G5208 PCIE5 IDCL P @mulsitiRE

1 o] SEPER

11 FJSHEN R

iz B #9:381EG5208 PCIES iDLCE HRi £ R IERFER B IR ;

M IRE Z 45 Ubuntu 20.04/Ubuntu22.04/Windows Server 2019;

Wi BRRERRERR, BHRIITUIERERERIERIET,;

M ERBERRARSEHENENTNEERSE, ReRFRBTF=RE MG,

1.2 REMEN R

izt B #9:M1iXG5208 PCIES DLCTEAF IR B, WIFHAS HEEROEHER;
Wik BAR:EN 72NN R P EHREIAESR. FEHl. FERESEARNR, AN
HHRBEERETTESHREABIHE;
it TA:
(1)Stressapptest:iL R BLMEESFI/OZINEFEREIE RS, LAGIE BELI
THRERVZBENEHEERERE, WCPU. BE. BESF,;
(2)GPU_BURN: — B Fli Bz 41288 (GPU) MEEFIRREMM TR, EFA
TURGPURITERES, BUREHTEENEREE, URAREEMAAGPU
M ITIERTE, XHEME T IHEGPURIM A MR B,

01



STON=T=K

G5208 PCIE5 IDCL P mulfitiRE

iz 5 8- 72/)\B stressapptest+gpu_burnEFIM,

EHHEAREBENSEARUR,
WX EE:

T Mr s e AM e s ss b
100.0% proc'd: 15662240 (6635¢ Gflopss) - 15560116 (66099 Gflop/s) -

15710761 (56710 Gfu:p/s] - 15703220
(65484 Gflop/s) - 15437680 (65756 Gflopss) - 15507723 (65389 Gflop/s)  errors:
100.0% proc'd: 15662240 (66354 Gflop/s) - 15560116 (66093 Gflop/s) - 15710761 CE!ETIG GHUD/SJ 15703220
(65484 Gflop/s) - 15497801 (65780 Gflop/s) - 15507723 (659689 Gflop/s)  errors: 0=
100.0% proc'd: 15662240 (66354 Gflop/s) - 15560116 (66093 Gflop/s) - 15710882 (5670‘3 GFluD/sJ = 1570&220
(65484 Gflop/s) - 15437801 (65780 Gf lop/s) - 15507723 (65383 Gflap/s) errors: 0 -0 -0 -0 -0 -0 -
100.0% proc'd: 15662240 (66354 Gflop/s) - 15560116 (66093 Gflop/s) - 15T10B8Z (66703 Gflop/s) = 15703220
(65430 Gllnu/s) - 15497801 (65780 Gf lop/s) - 15507723 (65989 Gflop/s) errors: 0 -0 -0-0-0=-10 -

¢

cl1Ling prncasses with SIGTERM (soft kill)
reed memary for dev 1

Ininitted cublas
“reed memory for dev
Jninitted cublas
reed memory for dev
Jninitted cublas
“reed memory for dev
Jdninitted cublas
“reed memory for dev
Jninitted cublas
“reed memory for dev
dninitted cublas
‘reed memory for dev
Jninitted cublas
“reed memory for dev
dninitted cublas
Jone

L I N =

Tested 8 GPUs:
6PU

GPU
GPU

: Seconds remaining: 258300
Log: Seconds remaining: 258830
Log: Seconds rewalning: 253880
Log: Seconds rewaining: 258870
Log: Seconds remaining: 250860
Log: Seconds remaining: 258850
Log: Seconds remainin
Log: Seconds rewainin
Log: Seconds rewalnin
Log: Seconds remainin
Log: Seconds remainin
Log: Seconds remaining: 258790
Log: seconds remalning:

: Seconds remalning:
1 Seconds remaining

: Seconds remainin
i Pausing warker threads m
* Seconds remalning: 258590
: Resuming worker threads to cause & pouer spike (256585 seconds remaining)

preparation for power spike (258600 seconds remaining)

M IRRPETING

(66726 Efluu!s)
(66726 Ef LDD/S)

0 temps: 7
(ﬁﬁ‘FEE Ef lUD/SJ
78

(55125 lsf murs)
- e

ws: 78

]
o

&K CPU/GPU

- 15875079 167255 Eﬂunfs) = 15415333

C-78C -

- 15875079 167255 EHDU/S) » 1541‘3353
- C - ™ C

- 15875079 167255 Bﬂunfs) = 15413333
- 780 - BC-73C0-719C

- 15875079 167255

6flop/s) - 15419514
C-MBC-7C-7C-73C-7C
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STON=T=K G5208 PCIE5 iDCL PR alfitiRES

(1)DC Recycle: #7200 R AR ES, BRECERIEHESENLL, £IERL
Lt {TrebootiRIE, Xi ISR failedW 2 IEDCERIE.
WHERZEMH200K, MK I 2P IENEHEBITREERIRA.

i EE:
The 200 loop start:

net-check:True
cpu_hw:True
mem_hw:True
disk_hw:True
gpu_hw:True

The 200 loop: PASS

1.3 hFEN R

ik B BY: WEEG5208 PCIES iDLCEEM EN FaOHE AR S HINGEB R

it TA:
(1)Stressapptest:if R BEESFI/OZINEREIE RS, LABIE HELI
THHFERMINMENEFEER2ERE, WCPU. RE. BESE,;
(2)GPU_BURN: — AT ER 4 1288 (GPU) MEEAIRREMN TR, BFA
THRGPURIITERES, BERERTEENBREE, IRAREMHAGPU
M TIERTT, XHEME B FIHMEGPURIT A EFIRR .

b5 R FEH B0 24/ N0 R AT 72 ch EEATL i B2 B &= 3 S INFE RO AR i 47
giit, SRWT:

Lhiem

5000 STED 5760
5632 _— 65 5568

50 632
S000
000
3000
2000

1000 - 96 960 506 960 -

Mmnmunn

5 N 8 t 1 &
e EAHE witbLE

5632 5632

5632
‘ | ‘i |us |D&
7 1 a w
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STON= G5208 PCIE5 iDCL M RufEitiRS

1.4 REMR

iz B 89: M £2G5208 PCIES iDLCH# 7 2 £ 72/1\6 R GPUIR EFDIRES

MiXITR:
(1)Stressapptest: 1.L5R BMEEEFI/OZINENEIE RSN, PARILEHELI
THRERVZBENBEHEERERE, WCPU. B, BESF,;
(2)GPU_BURN: —MAFNIX B L EEE (GPU) MaeflinEMNT R, EF A
TURGPURITERES, BURFEHTEENENEE, URAREEMHAGPU
BI{ERT, XEMHE BT IHEGPURIM A MAR E .
G)REERN: AFERCRHKEERE.

WX TR BENTRREE tankd, EEERL, LPALERLE, BREDRNG

RIS E R T RE . FNEERENERETEN, FRKEHANGPURIEE

ERETIER.
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G5208 PCIE5 IDCL P @mulsitiRE

ENER:

ENEHS 72H AUz N

2025/8/30-2025/9/2

HERIRE | 40-42°Cl43-44°C HERE

26-32°C

MRER: EN72NNERELRE. Wit s51e

PASS

miEE

100.0% proc'd: 15682240 (88354 Gf10p/e) - 15850116 (66033 GFlopss) - 18710761
(55454 Elmu/s) - 15497680 (65756 Gflop/s) - 15507723 (65989 Gflopss) errors: 0 -0 - 0 - 0 -
100.0% c'd: 15662240 (66354 Gflops/s) - 15560116 (66099 Gflopss) - 15710761 (66710 Gflop/s)
(65484 ndlup/sj - 15497801 (65780 Gflop/s) - 15507723 (E5383 Gflop/s) errors: 0 -0 - 0 - 0 -
100.0% proc'd: 15662240 (66354 Gflopss) - 1SS60116 (66093 Gflnp/s) - 15710882
(65989 Gflopss) - 15497801 (65780 GFlop/s) - 15507723 (65969 Gflop/s)  errors:
100.0% proc'd: 15662240 (66354 Gflonss) - 15560116 (66033 Gflop/s) - 15710882
(65490 Gflopss) - 15497801 (65780 Gflop/s) - 15507723 (65983 Gflops/s)  errors:

BC-75C

(5670‘3 af an/s]

¢illing processes with SIGTERM (soft kill)
reed memry for dev 1
dninitted cublas
“reed memory for dev
Ininitted cublas
“reed memory for dev
Jninitted cublas
‘reed memory for dev
Ininitted cublas
“reed memary for dev
Jninitted cublas
peed memary for dev
Ininitted cuolas
memory for dev
Ininitted cublas
reed memary for dev
Jninitted cublas
one

L

@

Tested 8 GFUs:
GPU 0: DK

GPU 13 OK

(86710 GFLDD/S] - 15708220 [66125 Gﬂnn/s:
15108220 ((76?26 Gi LOD/SJ
15708220 (ss?za m an/sJ

(55709 Eﬂnu/s! - 15708220 (66125 G’rmu/s) =
gl w -0-0-0-

15875079 (57255 G lop/s) - 15413335
- - -756-736 -

T 6
15875079 (67255 E*IDD/SI = 15415393
76 C - -7

15375073

(67255 Ehnp/s) - 15419333

ole o

15375075

T8 C -
(67255 Eflnu/s) = 15419514
temps: 18C - 7MC-7C-7C-MC-79C

1DLC 72+ i M

»

R g‘!‘*-“«\’ R

S
JTemp (K] =GP T Temp(C) eGP 8 Temg ()
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G5208 PCIE5 IDCL P @mulsitiRE

2 7= A

2.1GPUH
(1)GPU%E

B
BENE

iz B B9: U 55G5208 PCIES iDLCHIGPUSERS IR R . 5, RAHIBITIRE Flspcit &
Inksta, BRIEE, AFEEETE. BEXEER,

i TH:OSTHILSPCITE;

iz £ B2 R 23R ch {8 R AR TE Ispeith B peili& S mALER R,

i & E

B
| NVIDIA-SMI 570.B6.16 Driver Version: 570.86.16 CLI)I\ Version: 12.8 |
B e B e
| GPU  Name Persistence-M | Bus-Id Disp.A | volatile Uncorr. ECC |
| Fan Temp Perf Pur:lsage/Cap | Memory-Usage | GPU-Util Compute M. |
I | | MIG M. I
i © NVIDIA GeForce RTX 5896 off | 00080860:16:00.6 Off | N/A |
| e% 78C P1 S74W / 575W |  32000MiB ; 32607MiB | 100% pefault |
| | N/A |

bommmmm e —————
| 1 NVIDIA GeForce RTX 5000 off |  00000000:36:00.0 OFF | N/A |

| % 7a8C P1 575W / 57SW |  32009MiB / 3260TMiB | 166% pefault |
| |

R —

| 2 NVIDIA GeForce RTX 5090 off | ©oD0ODOOD:46:080.0 Off | N/7A |
| &% 75C Pl 575W / S5TSW | 32009MiB / 32607TMiE | 106% pefault |
e eeceeastenomeenmeesaseeanseenmeeanss | — | — ot
| 3 mvIDIA EeForce RTX 5000 off | 00000000:56:00.0 OFf | NfA |
| e% 75C S7SW / 57SW | 32009MiB / 32607MiE | 100% vefault |
| | | N/A |
B e e e
| 4 NVIDIA GeForce RTX 5096 off | BOE0EE60:98:00.0 OFf | N/A |
| ex 71C S74W / STSW | 32009MiB / 32607MiE | 106% pefault |
| | | N/A |
B e e e R

| 5 NVIDIA EeForce RTX 5898 off | £00800800:88:00.08 OFf | N/A |
| o% 7ac 575W / S5TSW | 32009MiB / 3260TMIE | 100% pefault |
| & NVIDIA GeForce RTX 50890 off | oooooeeo:ce:ep.0 off | N7A |
| e% 78C Pl S574W / STSW | 32009MiB / 2260TMIB | 100% pefault |

|

| 7 NVIDIA GeForce RTX 58008 off | 00000006:D8:00.0 Off | N/A |
| 9% 74C  P1 S7SW / 57SW |  32009MiB / 32607MiE | 100% pefault |

iade: |grep -1 Inkst

speed 32GT/s (ok), Hu:‘th x16 {(ok)
a2: Current De-emphasis Level: -
Speed 326T/5 [ok), Width x16 (ok)
a2: Current De-emphasis Level: -60
Speed 326GT/s (ok), Width xi6
Current De-enphasis Level:
Speed 326T/s [ck), Width x15
Current De-emphasis Level: -
: Speed 326T/s [ok), Width x16
aZ: Current De-emphasis Level:
Speed 32GT/s (ok), Width x15

roct@stone:-# lsp(\

EqualizationCompleétes EqualizationPhasels

EqualizationComplete- EqualizationPhasel-

EqualizationCompleter EqualizationPhasels

EqualizationConplete- EqualizationPhasel-

EqualizationComplete+ EqualizationPhasel+

LnkStaZ: Current De-amphasis Level: EgqualizationComplete- EqualizationPhasel-
Lnk Speed 32GT/s (ok), Width x1§ . . . )
LnkStaZ: Current De-emphasis Level: -6 EqualizationCompleter EqualizationPhasels

speed 326T/5 (ok), Width xis
EqualizationComplete- EqualizationPhasel-
Spaad azar.f'. [ck), Width xi6
Current De-enphasis Level:
Speed 326T/s [ck), Width x15
az: Current De-emphasis Level:
: Speed 326T/s [ok), Width x16
a2: Current De-amphasis Level:
Speed 326T/s [ck), Width x16
a2: Current De-smphasis Level:
Speed 32GT/s [ck), Width x15
Current De-emphasis Level:
Speed 32GT/s (ok), wWidth x16
aZ: Current De-emphasis Level:
Speed 326T/s (ck), Width x16
a2: Current De-enphasis Level:
Speed 326T/s [ck), Width x15
LnkStaz: Current De-emphasis Level:

EqualizationComplete+ EqualizationPhasel+
EqualizationComplete- EqualizationPhasel-
EqualizationComplete+ EqualizationPhasel+
EqualizationConplete. EqualizationPhasel.
EqualizationCompleter EqualizationPhasel+
EqualizationComplete- EqualizationPhasel-
EqualizationComplete+ EqualizationPhasel+

EqualizationComplete- EqualizationPhasel-
root@stone:~# [l

06



STON=T=K G5208 PCIE5 iDCL PR alfitiRE

(2)GPUH il

iz B 89: W EEG5208 PCIE5 iDLCHYGPU P2PFIGPU Bandwidthf g, IRIEGPUSE

MBEIREE TR EENE;

i3 T B:CUDA 4Ri¥ 8 S B9 2N p2pBandwidthLatencyTestflBandwidth iz 2

F;

M R 24 A EFI5090 2 BRI HIEITPCle5.0# T, ST T AEENFMGPUZ 8
S I56GB/sEHIER

p2pBandwidthLatencyTestilliz# & E

Unidiractional F2P=Disabled Bandwidth Watrix (GB/s) PaP-Uisabled Latency Matrix (08)
4 5 G ] 1 2 3

\ 7 5 3 7
01511 17 42?3 42.54 42,55 42.02 42.68 42.07 42.28 0 2.10 13.50 4.31 13.86 1453 14.54 14.53 14.55
7.9 42,50 42,50 42,21 42.81 42,86 42.28 1 13.67 2.11 13.96 14.23 14.61 14.57 124.58 14.5B
2 r-275 42421 6,00 42,57 42.12 42.12 42.42 42.44 2 13.61 13.36 2.09 13.60 14.59 14.54 14.57 1d.54
3 42,57 42.62 42,04 134700 42,68 42,17 42,11 42.43 3 13.5] 14.01 .13 2.13 14.60 14.56 24.60 14.56
4 42,09 42.14 42,26 42,13 1343.33 42,73 42,97 42,02 4 14.50 14.28 .26 14.63 2.68 13.37 13.28 13.26
5 4198 42.11 42,06 42,14 43.12 1539.50 42.79 42.97 5 14.48 14.56 14.56 14.60 13.10 2.88 13.26 13.24
§ 42.13 42.19 4210 M2.00 431 4254 15%0.57 42.00 6 14.57 14.51 14.56 14.30 13.30 13.27 2.0 13.09
42.08 42,17 42.11 42.94 43,11 42.91 1541.62 7 1.5 14.36 14.53 14.55 12.84 13.48 13.53 2.0
Un\d\rect\onal PZF—I nabl «d Bandu\dth [PZF Wit esl Fatr\x :ﬁs,rsa
) [= TR ] 1 2 3 1 5 [} 7
91511 17 43 03 42 7 aza:l 42 [} 42 Er ] az.as 42.55 G 2.87 9.38 9.15 9.40 B39 G52 846 852
1 42,80 1539.45 42.50 42.80 42.58 42.35 42.45 42.52 1 5.3 2.9 9.26 9.46 B.53 B.62 8.55 B.36
2 43.03 42.56 1535.41 42.86 42.53 42.51 42.30 42.49 2 547 9.28 2.91 9.53 B.62 B.58 @.50 B8.39
3 42,91 42.83 42.56 1534.92 42.53 42.52 42.26 d42.45 3 5.5 9.29 9.23 2.86 B.61 B.60 @.50 B.50
4 42,78 42.25 42.42 42.33 1537.94 43.32 43.38 43.40 4 E70 873 8.81 B.97 .51 B.27 815 B.13
5 42,15 42.30 42.26 42.30 43.21 1540.57 43.14 d43.43 5 B.61 B.76 B.67 B.92 7.8 2.3 @18 .17
6 42.47 42.32 42.24 42.35 43.30 43.29 1542.50 d43.40 6 B.62 B.82 8.81 9.08 BA2 B.A7 264 B.27
43,47 42.30 42.15 42.37 43.23 43,31 43.24 1540.53 7 BB B8.93 @85 9.01 BI8 B2 &30 2.67
B\mrectinni'l PIP-Disabled Bannu\utn Matru L=:15Y] P2P=Enabled Latan(y (F2F Ilr\tes} natr\x tus}
DD H & 7 Gl B 2 5 7
9152739 S6.57 S6.E6 5666 563:! 56.21 54.31 56.17 @ 2.18 14,15 13.91 13, 95 1456 14,46 14,49 14,56
1 56.751539.36 S6.68 57.00 S56.35 56.48 54.17 S6.22 1 1432 2,10 13.83 13.62 1458 14.55 14.51 14.36
2 5674 5661 1537.60 56.66 S6.31 56.37 5A.23 S6.05 2 14,24 13.45 2,18 13.533 1439 14.57 1458 14,34
3 5665 5663 56.76 1537.08 S6.35 56.1f 5.0 55.58 3 14,46 13.72 13.99 2,86 14.43 14,36 14.40 14,49
4 55891 S6.74 56.15 S56.12 1538.60 56.83 54.93 57.04 4 13.82 14.38 14.40 14.37 2.18 13.21 13.68 12.97
5 56.37 5658 56.38 S56.57 57.26 1541.64 SA.76 S6.E2 3 14,38 14.48 14.61 14,46 1253 2.68 13.18 13.39
6 56.5 5658 56.53 S6.88 57.00 SA.73 1540.12 57.14 01433 13.73 14.34 1442 12.03 13.01 2,87 12.79
7 5627 5623 56.23 56 56.84 57.00 5688 153799 7 1463 14.55 14,26 14.62 13,38 13.13 13.18 208
Bidirectional P2P=Enabl o:i Bandaudth Hutr\x cnwsl
1 & 7 21} ) 1 2 | 4 3 ] 7
8 152,86 5681 55 45 56?6 se1 53 40 56.43 S6.55 6 3.8 932 9.1 931 B35 0.4 8.43 543
1 56.48 1538.60 56.87 56.84 56.15 S56.31 56.32 56.22 1 6.47 2.8 9.4 49.56 B49 B.57 857 8.53
2 56,53 56.61 153B.60 56.88 56,12 58.89 56,27 356.42 2 G.BG 988 286 0.31 BA3 B30 848 BB
3 56,62 56.85 56.41 1337.87 55.47 56.17 56.85 56.62 3 6.27 939 931 297 B.65 B.75 874 8.83
4 56,42 56.14 56.12 56.80 1548.12 57.13 56.95 37.00 4 BED 27 280 801 2.8 B 25 811
5 56,00 5614 56.50 56,82 56.96 153B.60 57.04 56,08 S B.74 298 885 085 B1G 266 228 837
G 56,45 30.91 560,27 30.34 30.99 50.92 1337.99 30.72 & BE5 884 801 808 BEE BA1 268 220
7 56.69 36.28 50.3% 30,33 57.14 57.13 O0.B1 1343.10 7 B63 883 884 894 BEE B0 825 2.67

Bandwidth:illi® & E:

root@stone:/home/stone/cuda-samples/Samples/1_Utilities/bandwidthTest# ./bandwidthTest —
[CUDA Bandwidth Test] - Starting...
Running on...

Device ©: NVIDIA GeForce RTX 5090
Quick Mode

Host to Device Bandwidth, 1 Device(s)

PINNED Memory Transfers
Transfer Size (Bytes) Bandwidth(GB/s )
32000000 56.3

Device to Host Bandwidth, 1 Device(s)

PINNED Memory Transfers
Transfer Size (Bytes) Bandwidth(GB/s )
32000000 57.2

Device to Device Bandwidth, 1 Device(s)
PINNED Memory Transfers

Transfer Size (Bytes) Bandwidth(GB/s )
32000000 4381.8
Result = PASS
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2.2 NCCL#H &illliz

iz B 8Y:@1Y GPU all_reduce @5 NIXE & -RiEET

ik TR:NCCL
MR 45 RIRE8RNCCLIS L 5 REIAE 41GBY s, alltoall 2t

WX EE:

all_reduce

root@istane: thome/s tonenccl-tests jhuild# . /2ll_reduce_perf -b 128M -= 86 -f 2 g &
Collective test starting: sl1_reduce_perf
nThread 1 nGpus & minBytes 133217728 maxBytes 8589934502 step: 2[factor) warmup iters: 1 iters: 20 =gg iters: 1 velidation: 1 graph: @

A

Shan

Using davices
Rank 0 Group
Rank 1 Group
Rank 2 Group
Rank 32 Group

Rank 4 Group

Rank 5 Group

Rank 6 Group

Rank 7 Group

size

(B
134217728
268435456
536870912
1873741824
2147483648
4794967295
B580934592

Fid
Pid
Pid
Pid
Pid
Pid
Pid
Pid

soDvoooTDa

count
(elemants )
33554432
67163864
134217728
IBEAZIANG
536870912
1673741824
2147483648

3526
2526

out of bounds values : & 0K

avg bus bandwidth

type

fleat
float
fleat
float
fleat
float
fleat

It ¢ 40,5799

stone
stone
stonge
stone
stonge
stone
stonge
stone

redop

Collective teat concluded: all_reduce_perf

alltoall

root@stona: /hone/stone/nccl-tests /build# . /alltoall_perf -b 128M -0 86 -f 2 -g &
# Collective test starting: allteall_perf
nthraad L nGpus 8 minBytes 134217728 maxBytes 5389934302 step: 2{factor) warmup iters: 1 iters: 28 agg iters: 1 validatien: 1 graph: &

A

o

Using devices
Rark © Group
Rank 1 Group
Rank 2 Group
Rank 3 Group

Rank 4 Group

Rank 5 Group

Rank & Group

Rank 7 Group

size

(B8]
134217728
I6B435456
536870912
1073741824
2147483648
4294967296
B580934562

Pid
Pid
pid
Pid
Pid
Pid
Pid
Pid

coosomac

count
[alements |
4194384
8386608
16777216
33554432
67188864

3364
3364
3364

but af bounds values : o OK
dth + 37.08382

Avg bus bandwi

99898989

Collective test concluded: alltosll

stane
stane
stana
stane
stane
stane
stana
stane

redog

nane
nang
nane
none
nans
nome
nan

_pert

device
devica
device
devica
device
devica
device
device

device
device
devica
device
device
device
device
device

raot

-1
-1
-1
-1
-1
-1
-1

a
1
2
3
4
5
6
7

[BEED: 16:00] NVIDIA GeForce RTX
[eeep:26:08] NVIDIA GeForca RTX
[bEeB:46:00] NVIDIA GeForce RTK
[eeep:56:08] NVIDIA GeForca RTX
[0EE0:98:00] NVIDIA GeForce RTX

[BEeB:bE:08] NVIDIA GeForca RTE 5

[eee:c8:00] NVIDIA GeForce RTX
[8EE6:d2:00] NVIDIA GeForce RTX

out-af-place

time algbw  busbw #wrong
fus] [GB/s) (GB/s)
5915.8 22.69 35.71
11747 22.85  30.99
23293  23.05 49.33
40212 23.24  46.06
91832 23.38  40.52
182016 23.32 41.16
364452  23.57 41.24

EEETE=)

[B8BA:16:68] WVIDIA GeForce RTX
[BEOD:36:00] NVIDIA GeForce RTX
[88BR:46:68] WVIDIA GeForce RTX
[8600:56:00] NVIDIA GeForce RTX
[#6BR:98:88] WVIDIA GeForce RTX
[8e0A:ha:00] NVIDIA GeForce RTX
[#6BB:cA:08] WVIDIA GeForce RTX
[eeBB:da:a8] WVIDIA GeForce RTX

aut-of-placa
time  algbw  bushw #wrong
fus] [GB/s] [GB/s)
3363.1 40.63 35.55
6384.7 42,84  36.79
12581 42,64 37.31
25627 42,96  37.54
40856 43.87 37.69
95552 43.14  37.75
108043 43.18 37.78

covoooo

5090
5008

5090
5090
5808
5090
SERE
5090
SO9E
5090

time
(us)
3284.3
6434, 1
12711
25299
56468
100811
202666

boks Al

ok .
AE

B AEIAEI37GB/s,

busbw #wrong

in-place

algbw

[GB/s) (GB/s)
22.7: 39.75
22.88 48,84
23.09 40.40
23.23 48,65
23.38 40.92
23.49 41.18
23.56 41.23

e

busbw #wrong

in-placa
algbw

[GB/s) (GB/s)
40.87 35.76
41,72 36.51
42.24  36.96
4z2.44  37.14
4280 27.23
42.60 37.28
42.52 37.21

H/a
NiA
M/
N/A
H/A
HiA
MiA

08
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2.3 F A MEREN
ik BB i cutlass TEMIR ELIHE FGPUFE RITE

Wik TH: cutlass
Wik 4ER: GPUE

B Tflops

GPU

GPUO
GPU1
GPU2
GPU3
GPU4
GPU5
GPUG6
GPU7

RIZHE

HiLFP1645

FP16

413.51
412.23
41115
410.93
410.46
411.46
409.60
409.25

iXE409 Tflops

TF32

121.92
121.92
121.91
121.91
121.90
121.90
121.91
121.91

FP32

76.53
76.22
76.09
76.07
76.57
76.36
76.60
76.36

FP64

1.95
1.94
1.94
1.94
1.94
1.94
1.94
1.94

09
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2.4 CPUEEMIE

iz B 89181 sysbench T B B 50172 FCPUEAE
Mix TA: sysbench
Mk 45 R: BZCPUTE 10 WS RETEIESIAEN3193)%,

MK & E:

root@stone:/home/stone/cutlass/bulld/tools/protiler# sysbench cpu --cpu-max-prime=20008 run
sysbench 1.0.20 (using system LuaJIT 2.1.0-beta3)

Running the test with following options:

Number of threads: 1

Initializing random number generator from current time
Prime numbers limit: 20000

Initializing worker threads...

Threads started!

CPU speed:
events per second: 1318.99

General statistics:

total time: 10.8006s
total number of events: 13193
Latency (ms):
min: 0.75
avg: 0.76
max: 2.15
95th percentile: 6.78
sum: 9999.083

Threads fairness:
events (avg/stddev): 13193.00680/0.08
execution time (avg/stddev): 09.9990/0.00

10
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2.5 RTFEREMIR

izt B 18981 sysbench T ENIX ESLim 5 A EMERERIFEIR
Mix TA: sysbench
MIRER: REEIRFZEUER FHFET 5 01X EI30.6GiB/s.

MK & E:

root@stone:~# sysbench memory --memory-block-size=1M --memory-total-size=18G --memory-oper=read run
sysbench 1.0.20 (using system LuaJIT 2.1.0-beta3)

Running the test with following optiens:

Number of threads: 1
Initializing random number generator from current time

Running memory speed test with the follewing options:
block size: 1824KiB
total size: 10240MiB
operation: read
scope: global
Initializing worker threads...
Threads started!
Total operations: 10240 (38637.82 per second)
18240.88 MiB transferred (30637.02 MiB/sec)
General statistics:
total time: 0.3328s
total number of events: 10240

Latency (ms):

min: 0.03
avg: 0.83
max: 0.09
g5th percentile: 0.03
sum: 331.41

Threads fairness:
events (avg/stddev): 10240.0000/0.00
execution time (avg/stddewv): @.32314/0.00

"
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2.6 £ MR

i Bi@dfio TEMINESLIH S TEEINFIZS ML
g TA: fio
MR ER: FEEIUFZ THRE XD B ZI7437MB/s, 4379 MB/s

iR EE

root@stone:~# fio -filename=sdev/nvmednl ~-direct=1 -iodepth 256 -thresd -ru=read -icsngine=libaio -bs=128k -5ize=208G6 -numjchs=4 -rus
imo=6@ -group_reparting -name=tast
test: (g=0): rw=read, bs=[R) 128KiB-12BKiB, (W] 128KiB-128KiB, [T) 128KiB-128KiB, isengine=libaic, iodepth=256

F\u-‘].?ﬁ

Starting 4 threads

Jobs: 4 (f=4): [R(4)]1[108.8%][r= ?IZSHIBJ‘SJEF—:’? Ak IDPS][eta BEm;@Es]

test: (groupld=0, jebs=d): err id=43291: Fri Sep 5 OB:28:49 2025
read: IOPS=56. ﬂ( BW=TO93MiE/s [7437ME/s)(416GiB/60018msec |

» max=28072, avg=28.45, stdev=309.53

. max=154, avg=17.99, stdev= 4.91

in=2, max=155, avg=1B. 02, stdev= 4.91

clat Darcent\las {msec);
| 1.@ath=[ 8], 5.80th=[ o], io.e0th=[ 13], 20.00th=[ 16],
| 38.80th=[ 17], 40.goth=[ 18], 50.68t 18], &6.08th=[ 18],
| 78.@8th=[ 18], g8.06th=[ 22], 90.cotl 257, 05.00th=[ 26],
| es.00th=[ 3@], 99.58th=[ 31], 99.5eth=[ 28], se.esth=[ 42],
| 99.99th=[ 114]

buw | MiBss nln_ 4993, max= 4110, per=100.00%, avg=7100.33, stdew=137_ 68, samples=476

iops 22. stdev=1101.44, samples=475
lat (msec) B 2%, 10=3 2%, 29— 5, 9@% 58=25.20%, 166=0.03%
Lat (msec) -Bl%
.93%, s5ys=36.9%%, ctx=1181662, majf=L, nmfhlzzaug
IO deuths 2=0.1%, 4=0.1%, 8=0.1%, 16=0.1%, 32=0.1%,
submit 106 0%, 8=0 0%, 16=0.0%, 32=0.0%, 64=0.
complete .5%, d4=106.0%, B=D.D%, 16=D 0%, 32=0.0%, 64=0 6%, »=5d=D. 1%

issued rwts: total=3445564.8,8,8 short=e,0,8,0 dropped=0.8,8,8
latency @ target=0, ui.ndw':e. percentile:m@.nm‘ depth:zis

Run stetus group 0 (all jobs):
READ: bw=TOO03MiB /s (7437MB/s), TO03MiB/s-7093MiB/s (T43THB/s-T43TMB/s), 10=415G16 (446GB), run=60018-60018msec

Disk stats [readjwrite]:
nvmebnl: 105=3397396/0, merge=0/0, tich B, in_g . util=99.69%
rootstone:~# -

raot@stone:~# fio -filename=/dev/nvmednl -diract=1 -iodepth 256 -thread -rw-write -isengine=libaie -bs=128k -5ize=-2006 -numjobs=4 -run
time=60 -group_reparting -name=test
test: (g=B): rw=write, bs=(R) 128KiB-12BKiB, (W) 12BKiB-128KiB, (T) 128KiB-128KiB, icengine=libain, iodepth=258
fin-3.26
Starting 4 threads
Jobs: 4 (f=4): [W4)][166.0%]1[w=4748Mi6/s | [w=3d .0k I0FS][eta GGm nas]
tast: (groupid=A, jobs=4): err= 6: pid=42437: Fri Sep 5 @8 B25
write: I0PS=33.4k, BW=4177MiB/s ca:rgmfsMzascnn.(snnzemec). t’.\ zone resets
slat fusoc): min=S, max=32838, awg=73.51, stdev-662.68
clat (msec): min=5, max=126, avg=30.56, stdev= 7.75
lat (msec): min=5, max=126, avg=38.63, stdev= 7.80
clat percentiles (msec):
| L.eeth=[  15], 5.88th=[ 22], 18.@8th=[ 25], 26.86th=[ 27],
3p.00th=[ 28], 40.00th=[ 28], S0.eath=[ 28], 60.00th=[ 30],
76.60th=[  33], 8B.e6th=[  34], 9e.@ath=[ 38], 93.80th=[ 38],
99.ooth=[ 54], 99.soth=[ 58], 9o.gath=[ B8], @9.asth=[ 4],
99.90th=[ 111]
bw { MiB/s): min= 2821, max= 5806, per=100.00%, evg=4177.57, stdew=177.22, sanples-&?ﬁ

r=

iops : min=22574, max-45454, avg-33420,39, stdev-1417.71, sanples-4

lat (msec) @ 16=0.46%, 20=2 21%, 56=83 67%, 100=1_62%, 250=0.62%

P T usr=25, 55‘-, sys=19. B6%, ctr-?assei. na]F-U, minf=163719

10 depths @ 1=0.1%, 2=0_1%, 4=0.1%, B=0_1%, 16=0.1%, 32=0.1%, ==6a_1nu ars
subnit  : 9=0.0%, 4-100.0%, B=D.0%, 16=0.0R, 32=0.0%, 64=0 0%, ==

conplete : 0=0.0%, 4=100.0%, 8=D.0%, 16=0.0%, 3. L%, 64=0.0%, >= BH—O 1%
issued rwts: total=P,2005695,0,8 short=0,0,0,0 dropped=3,0,0,8
lstency - target=p, windows8, percentiles186.08%, depth=256

Run status group & (all jobs):
WRITE: bw=4177MiB/s (4379MB/s), 4L77THiB/s-417TMiB/s (4379MB/s-4370HB/s ), 10=2450iB (26368), run=60028-50028nsec

Disk stats {read/write):
nvmednl: 105=181/2000455, merge=0/8, ticks=3/32702481, in_quews=32782485, util=08.65%
roat@stone:-# [
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